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In this supplementary material, we will discuss the influence of different dimensions of the low-dimensional feature space for all the DR models. Especially for the proposed $S^{3}$-PCA, as we conduct three PCA models in SuperPCA, global PCA and feature fusion with the same dimension setting $d=30$ corresponding to the dimensions of the low-dimensional feature space, it is necessary to testify the influence of different dimensions settings in the algorithm. Also, we provide data visualization in 2D and 3D space for the two HSIs data used in our experiments to subjectively compare SuperPCA and the proposed $S^{3}-\mathrm{PCA}$.

## I. Influence of the dimensions settings for three PCA models in $S^{3}$-PCA

In the proposed $S^{3}$-PCA, there are three PCA models, where PCA in SuperPCA is used to obtain the local features, PCA for global HSIs feature reduction is adopted to extract the global features and the concatenated global-local features from SuperPCA and global PCA are projected to the low-dimensional space also by PCA. For the experiments in our manuscript, we simply set the reduced dimensions $d=30$ corresponding to the three PCA models. Obviously the performance of $S^{3}$-PCA will be affected if we choose different dimensions for the three PCA models.

In this section, we will discuss the influence of different dimensions settings for the three PCA models in $S^{3}$-PCA. Fig.S5-S6 show the OAs when the concatenated global-local features are reduced to $\{5,10,15,20,25,30\}$ and PCA is not used to reduce the global-local features as well. For all the following experiments on Indian Pines and University of Pavia data, the number of training samples from each class is $30(T=30)$ where S_dim represents the dimension of SuperPCA, G_dim represents the dimension of global PCA and C_dim represents the dimension of the concatenated global-local features.

From Fig.S5-S6 we can find that when S_dim=15, G_dim=10, C_dim=10 in Indian Pines, and S_dim=15, G_dim=30, C_dim=30 in the University of Pavia, the proposed $S^{3}$-PCA can get the best OAs= $95.94 \%$ and $96.25 \%$, respectively, which improve $0.13 \%$ and $0.01 \%$ compared to the experimental results in our manuscript where the dimensions of all the three PCA models are set to 30 . However, it should be highlighted that the improvements are at the cost of the introduction of two new parameters (S_dim and G_dim) which makes the parameters tuning difficult. Therefore, we recommend that the dimensions of the three PCA models in the proposed $S^{3}$-PCA are simply set to 30 .

## II. Confusion Matrix of SuperpCA based Models

In this section, we will show the confusion matrices from the SuperPCA based feature extraction models (SuperPCA, CSuperPCA, RSuperPCA and $S^{3}$-PCA) with the classifier SVM.

Fig. S1-S2 respectively show the confusion matrices of the classification results from different SuperPCA based models on the Indian Pines and the University of Pavia datasets when $T=30$ and Fig. S3-S4 show the confusion matrices when $T=5$.

## III. INFLUENCE OF DIMENSIONS OF THE LOW-DIMENSIONAL FEATURE SPACE

For all the experiments in the manuscript the dimensions of the low-dimensional feature space $d$ is 30 for all DR models, such as PCA, LPP, NPE, LPNPE, LNSPE, SuperPCA, NWFE, LFDA and the proposed $S^{3}$-PCA where $d$ corresponds to the dimension of the concatenated global-local features. Here we will conduct experiments to compare all the DR algorithms as the dimension of the low-dimensional feature space changes.

Fig. S7 shows the OAs based on SVM when the reduced dimension in the range $\{5,10,15,20,25,30\}$ for all the DR methods on Indian Pines and University of Pavia data with the number of training samples from each class $T=30$. As can be seen from Fig. S7 that $S^{3}$-PCA outperforms other models in terms of OAs and with the increase of dimensions the accuracy of all algorithms tend to be rising and then keeping stable. Compared to other DR models, SuperPCA and the proposed $S^{3}$-PCA can obtain high accuracy even when the dimension of the low-dimensional feature space is low. Based on the experimental results we can conclude that the optimal dimension of the low-dimensional feature space for all the DR models is 30 .


Fig. S1. The confusion matrix of SuperPCA based models on Indian Pines when $T=30$.

|  | Confusion Matrix |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & 5257 \\ & 12.4 \% \end{aligned}$ | $\begin{gathered} 312 \\ 0.7 \% \end{gathered}$ | $\underset{0.0 \%}{0}$ | $\begin{gathered} 68 \\ 0.2 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 14 \\ 0.0 \% \end{gathered}$ | ${ }_{0.5 \%}^{227}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 89.3 \% \\ & 10.7 \% \end{aligned}$ |
| 2 | $\begin{gathered} 37 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 17330 \\ & 40.8 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 117 \\ & 0.3 \% \end{aligned}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 38 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 6 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 98.9 \% \\ & 1.1 \% \end{aligned}$ |
| 3 | $\begin{aligned} & 14 \\ & 0.0 \% \end{aligned}$ | $\stackrel{0}{0.0 \%}$ | $\begin{aligned} & 2018 \\ & 4.7 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 8 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 98.6 \% \\ & \\ & \text { 1.4\% } \end{aligned}$ |
| 4 | $\begin{aligned} & 298 \\ & 0.7 \% \end{aligned}$ | $\begin{aligned} & 788 \\ & 1.7 \% \end{aligned}$ | $\stackrel{6}{0.0 \%}$ | $\begin{aligned} & 2589 \\ & 6.1 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 162 \\ 0.4 \% \end{gathered}$ | $\begin{gathered} 4 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 6 \\ 0.0 \% \end{gathered}$ | $\stackrel{2}{0.0 \%}$ | $\begin{aligned} & 68.0 \% \\ & 32.0 \% \end{aligned}$ |
| $\begin{aligned} & \stackrel{\sim}{\omega}_{5}^{5} \\ & \underbrace{2}_{0} \end{aligned}$ | $\begin{gathered} 10 \\ 0.0 \% \end{gathered}$ | $\stackrel{0}{0.0 \%}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 199 \\ 0.5 \% \end{gathered}$ | $\begin{aligned} & 1274 \\ & 3.0 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 23 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 83.9 \% \\ & 16.1 \% \end{aligned}$ |
| $\stackrel{0}{z}_{6}$ | $\begin{aligned} & 170 \\ & 0.4 \% \end{aligned}$ | $\begin{aligned} & 226 \\ & 0.5 \% \end{aligned}$ | $\begin{array}{r} 15 \\ 0.0 \% \end{array}$ | $\begin{gathered} 58 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 4739 \\ 11.1 \% \end{gathered}$ | $\begin{gathered} 43 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 22 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 89.8 \% \\ & 10.2 \% \end{aligned}$ |
| 7 | $\begin{aligned} & 166 \\ & 0.4 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{array}{r} 17 \\ 0.0 \% \end{array}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 15 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1201 \\ & 2.8 \% \end{aligned}$ | $\begin{gathered} 9 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 85.2 \% \\ & 14.8 \% \end{aligned}$ |
| 8 | $\begin{gathered} 641 \\ 1.5 \% \end{gathered}$ | $\begin{array}{r} 13 \\ 0.0 \% \end{array}$ | $\stackrel{0}{0.0 \%}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 38 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 38 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 30 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 3380 \\ & 8.0 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 81.6 \% \\ & 18.4 \% \end{aligned}$ |
| 9 | $\begin{gathered} 8 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\stackrel{1}{0.0 \%}$ | $\begin{gathered} 3 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 5 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 876 \\ 2.1 \% \end{gathered}$ | $\begin{aligned} & 98.1 \% \\ & \\ & \\ & \hline 1.9 \% \end{aligned}$ |
|  | $\begin{aligned} & 79.6 \% \\ & 20.4 \% \end{aligned}$ | $\begin{aligned} & 93.1 \% \\ & 6.9 \% \end{aligned}$ | $\begin{aligned} & 97.5 \% \\ & 2.5 \% \end{aligned}$ | $\begin{aligned} & 85.3 \% \\ & 14.7 \% \end{aligned}$ | $\begin{aligned} & 96.9 \% \\ & 3.1 \% \end{aligned}$ | $\begin{aligned} & 94.8 \% \\ & 5.2 \% \end{aligned}$ | $\begin{aligned} & 92.4 \% \\ & 7.6 \% \end{aligned}$ | $\begin{aligned} & 92.6 \% \\ & 7.4 \% \end{aligned}$ | $\begin{aligned} & 95.5 \% \\ & 4.5 \% \end{aligned}$ | $\begin{aligned} & 91.0 \% \\ & 9.0 \% \end{aligned}$ |
|  | $\wedge$ | 2 | 3 | * | $\begin{gathered} \hline 6 \\ \text { Targe } \end{gathered}$ | $\begin{array}{r} 6 \\ \text { Class } \end{array}$ | 1 | 8 | 9 |  |

(a) SuperPCA

(c) RSuperPCA
(b) CSuperPCA
(d) $S^{3}$-PCA

Fig. S2. The confusion matrix of SuperPCA based models on the University of PaviaU when $T=30$.


Fig. S3. The confusion matrix of SuperPCA based models on Indian Pines when $T=5$.

| Confusion Matrix |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & 3118 \\ & 7.3 \% \end{aligned}$ | $\begin{aligned} & 1809 \\ & 4.2 \% \end{aligned}$ | $\begin{gathered} 399 \\ 0.9 \% \end{gathered}$ | $\begin{gathered} 652 \\ 1.5 \% \end{gathered}$ | $\begin{gathered} 6 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 42 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 3 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 168 \\ 0.4 \% \end{gathered}$ | $\begin{aligned} & 50.3 \% \\ & 49.7 \% \end{aligned}$ |
| 2 | $\begin{aligned} & 1972 \\ & 4.6 \% \end{aligned}$ | $\begin{aligned} & 15326 \\ & 35.9 \% \end{aligned}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1199 \\ & 2.8 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 109 \\ & 0.3 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 8 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 16 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 82.3 \% \\ & 17.7 \% \end{aligned}$ |
| 3 | $\begin{gathered} 20 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 15 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1599 \\ & 3.7 \% \end{aligned}$ | $\begin{aligned} & 121 \\ & 0.3 \% \end{aligned}$ | $\begin{gathered} 91 \\ 0.2 \% \end{gathered}$ | $\begin{gathered} 278 \\ 0.7 \% \end{gathered}$ | $\begin{gathered} 13 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 74.8 \% \\ & 25.2 \% \end{aligned}$ |
| 4 | $\begin{gathered} 249 \\ 0.6 \% \end{gathered}$ | $\begin{gathered} 130 \\ 0.3 \% \end{gathered}$ | $\begin{gathered} 3 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 705 \\ 1.6 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 18 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 4 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 63.5 \% \\ & 36.5 \% \end{aligned}$ |
|  | $\begin{gathered} 36 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 37 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1224 \\ & 2.9 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\stackrel{2}{0.0 \%}$ | $\begin{gathered} 1.1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 5 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 93.8 \% \\ & 6.2 \% \end{aligned}$ |
| $\stackrel{\circ}{3}{ }^{6}$ | $\begin{gathered} 30 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 1352 \\ & 3.2 \% \end{aligned}$ | $\begin{gathered} 35 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 288 \\ 0.7 \% \end{gathered}$ | $\begin{gathered} 3 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 3400 \\ & 8.0 \% \end{aligned}$ | $\begin{gathered} 69 \\ 0.2 \% \end{gathered}$ | $\begin{gathered} 39 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 65.3 \% \\ & 34.7 \% \end{aligned}$ |
| 7 | $\begin{gathered} 197 \\ 0.5 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 11 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 19 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1226 \\ & 2.9 \% \end{aligned}$ | $\begin{gathered} 5 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 84.0 \% \\ & 16.0 \% \end{aligned}$ |
| 8 | $\begin{gathered} 770 \\ 1.8 \% \end{gathered}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 8 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 96 \\ 0.2 \% \end{gathered}$ | $\begin{gathered} 15 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1149 \\ & 2.7 \% \end{aligned}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 3618 \\ & 8.5 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 63.7 \% \\ & 36.3 \% \end{aligned}$ |
| 9 | $\begin{aligned} & 234 \\ & 0.5 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 5 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 9 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 751 \\ 1.8 \% \end{gathered}$ | $\begin{aligned} & 75.0 \% \\ & 25.0 \% \end{aligned}$ |
|  | $\begin{aligned} & 47.1 \% \\ & 52.9 \% \end{aligned}$ | $\begin{aligned} & 82.2 \% \\ & 17.8 \% \end{aligned}$ | $\begin{aligned} & 76.4 \% \\ & 23.6 \% \end{aligned}$ | $\begin{aligned} & 23.0 \% \\ & 77.0 \% \end{aligned}$ | $\begin{aligned} & 91.3 \% \\ & 8.7 \% \end{aligned}$ | $\begin{aligned} & 67.7 \% \\ & 32.3 \% \end{aligned}$ | $\begin{aligned} & 92.5 \% \\ & 7.5 \% \end{aligned}$ | $\begin{aligned} & 98.4 \% \\ & 1.6 \% \end{aligned}$ | $\begin{aligned} & 79.7 \% \\ & 20.3 \% \end{aligned}$ | $\begin{aligned} & 72.5 \% \\ & 27.5 \% \end{aligned}$ |
| $\stackrel{5}{5} \stackrel{6}{\text { Target Class }}$ |  |  |  |  |  |  |  |  |  |  |

(a) SuperPCA

| Confusion Matrix |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{gathered} 5692 \\ 13.3 \% \end{gathered}$ | $\begin{aligned} & 1701 \\ & 4.0 \% \end{aligned}$ | $\begin{gathered} 22 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 72 \\ 0.2 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 445 \\ 1.0 \% \end{gathered}$ | $\begin{aligned} & 177 \\ & 0.4 \% \end{aligned}$ | $\begin{aligned} & 869 \\ & 2.0 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 63.4 \% \\ & 36.6 \% \end{aligned}$ |
| 2 | ${ }_{0}^{0.0 \%}$ | $\begin{aligned} & 14280 \\ & 33.4 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 114 \\ 0.3 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 251 \\ 0.6 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 97.5 \% \\ & 2.5 \% \end{aligned}$ |
| 3 | $\begin{gathered} 26 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 2017 \\ & 4.7 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 281 \\ 0.7 \% \\ \hline \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 103 \\ 0.2 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 83.1 \% \\ & 16.9 \% \end{aligned}$ |
| 4 | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{array}{r} 711 \\ 1.7 \% \end{array}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1923 \\ & 4.5 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 47 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 71.7 \% \\ & 28.3 \% \end{aligned}$ |
|  | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\stackrel{0}{0.0 \%}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1310 \\ & 3.1 \% \end{aligned}$ | $\begin{gathered} 0.0 \\ 0.0 \% \end{gathered}$ | $\underset{0.0 \%}{0}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 100 \% \\ & 0.0 \% \end{aligned}$ |
| $\stackrel{\rightharpoonup}{3}_{\overline{3}}^{6}$ | $\begin{gathered} 32 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 417 \\ & 1.0 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 21 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 3653 \\ & 8.5 \% \end{aligned}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 189 \\ 0.4 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 84.7 \% \\ & 15.3 \% \end{aligned}$ |
| 7 | $\begin{gathered} 496 \\ 1.2 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 3 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1117 \\ & 2.6 \% \end{aligned}$ | $\begin{gathered} 18 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 68.4 \% \\ & 31.6 \% \end{aligned}$ |
| 8 | $\begin{gathered} 333 \\ 0.8 \% \end{gathered}$ | $\begin{gathered} 196 \\ 0.5 \% \end{gathered}$ | $\begin{gathered} 51 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 315 \\ 0.7 \% \\ \hline \end{gathered}$ | $\begin{gathered} 29 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 2486 \\ & 5.8 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 72.9 \% \\ & 27.1 \% \end{aligned}$ |
| 9 | $\begin{gathered} 47 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 1339 \\ & 3.1 \% \end{aligned}$ | $\stackrel{4}{0.0 \%}$ | $\begin{aligned} & 929 \\ & 2.2 \% \end{aligned}$ | $\begin{gathered} 25 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 32 \\ 0.1 \% \end{gathered}$ | $\underset{0.0 \%}{1}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 942 \\ 2.2 \% \end{gathered}$ | $\begin{aligned} & 28.3 \% \\ & 71.7 \% \end{aligned}$ |
|  | $\begin{aligned} & 85.9 \% \\ & 14.1 \% \end{aligned}$ | $\begin{aligned} & 76.6 \% \\ & 23.4 \% \end{aligned}$ | $\begin{gathered} 96.3 \% \\ 3.7 \% \end{gathered}$ | $\begin{aligned} & 62.9 \% \\ & 37.1 \% \end{aligned}$ | $\begin{gathered} 97.8 \% \\ 2.2 \% \end{gathered}$ | $\begin{aligned} & 72.7 \% \\ & 27.3 \% \end{aligned}$ | $\begin{aligned} & 84.3 \% \\ & 15.7 \% \end{aligned}$ | $\begin{aligned} & 67.6 \% \\ & 32.4 \% \end{aligned}$ | $\begin{aligned} & 100 \% \\ & 0.0 \% \end{aligned}$ | $\begin{aligned} & 78.2 \% \\ & 21.8 \% \end{aligned}$ |
| $3 \quad \star \quad \begin{gathered}\text { ¢ } \\ \text { Target Class }\end{gathered}$ |  |  |  |  |  |  |  |  |  |  |

(c) RSuperPCA

| Confusion Matrix |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & 3590 \\ & 8.4 \% \end{aligned}$ | $\begin{gathered} 64 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 411 \\ 1.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 35 \\ 0.1 \% \\ \hline \end{gathered}$ | $\begin{gathered} 37 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 3 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 26 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 85.9 \% \\ & 14.1 \% \end{aligned}$ |
| 2 | $\begin{aligned} & 539 \\ & 1.3 \% \end{aligned}$ | $\begin{aligned} & 15227 \\ & 35.6 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 327 \\ 0.8 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 147 \\ & 0.3 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 7 \\ 0.0 \% \end{gathered}$ | $\stackrel{2}{0.0 \%}$ | $\begin{aligned} & 93.7 \% \\ & 6.3 \% \end{aligned}$ |
| 3 | $\begin{gathered} 15 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1594 \\ & 3.7 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 350 \\ 0.8 \% \end{gathered}$ | $\begin{gathered} 16 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 80.7 \% \\ & 19.3 \% \end{aligned}$ |
| 4 | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 2845 \\ & 6.7 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 2720 \\ & 6.4 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 48.9 \% \\ & 51.1 \% \end{aligned}$ |
|  | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1305 \\ & 3.1 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 99.7 \% \\ & 0.3 \% \end{aligned}$ |
|  | $\begin{gathered} 20 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 429 \\ & 1.0 \% \end{aligned}$ | $\begin{gathered} 57 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 5 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 3748 \\ & 8.8 \% \end{aligned}$ | $\begin{gathered} 51 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 27 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 86.4 \% \\ & 13.6 \% \end{aligned}$ |
| 7 | $\begin{gathered} 165 \\ 0.4 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 23 \\ 0.1 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1238 \\ & 2.9 \% \end{aligned}$ | $\begin{gathered} 10 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 85.5 \% \\ & 14.5 \% \end{aligned}$ |
| 8 | $\begin{gathered} 791 \\ 1.9 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 8 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 722 \\ 1.7 \% \end{gathered}$ | $\begin{gathered} 17 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 3620 \\ & 8.5 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 70.2 \% \\ & 29.8 \% \end{aligned}$ |
| 9 | $\begin{aligned} & 1504 \\ & 3.5 \% \end{aligned}$ | $\begin{gathered} 79 \\ 0.2 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 7 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 8 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 910 \\ & 2.1 \% \end{aligned}$ | $\begin{aligned} & 36.3 \% \\ & 63.7 \% \end{aligned}$ |
|  | $\begin{aligned} & 54.2 \% \\ & 45.8 \% \end{aligned}$ | $\begin{aligned} & 81.7 \% \\ & 18.3 \% \end{aligned}$ | $\begin{aligned} & 76.1 \% \\ & 23.9 \% \end{aligned}$ | $\begin{aligned} & 88.9 \% \\ & 11.1 \% \end{aligned}$ | $\begin{aligned} & 97.4 \% \\ & 2.6 \% \end{aligned}$ | $\begin{aligned} & 74.6 \% \\ & 25.4 \% \end{aligned}$ | $\begin{aligned} & 93.4 \% \\ & 6.6 \% \end{aligned}$ | $\begin{aligned} & 98.4 \% \\ & 1.6 \% \end{aligned}$ | $\begin{gathered} 96.6 \% \\ 3.4 \% \end{gathered}$ | $\begin{aligned} & 79.5 \% \\ & 20.5 \% \end{aligned}$ |
| $2 \quad \begin{gathered}\text { Target Class }\end{gathered}$ |  |  |  |  |  |  |  |  |  |  |

(b) CSuperPCA

|  | Confusion Matrix |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{gathered} 4308 \\ 10.1 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 173 \\ 0.4 \% \end{gathered}$ | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 5 \\ 0.0 \% \end{gathered}$ | $\stackrel{2}{0.0 \%}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 33 \\ 0.1 \% \end{gathered}$ | $\begin{aligned} & 95.2 \% \\ & 4.8 \% \end{aligned}$ |
| 2 | $\begin{gathered} 20 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 15402 \\ & 36.0 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 289 \\ & 0.7 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 424 \\ & 1.0 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 95.4 \% \\ & 4.6 \% \end{aligned}$ |
| 3 | $\begin{gathered} 298 \\ 0.7 \% \end{gathered}$ | $\begin{gathered} 132 \\ 0.3 \% \end{gathered}$ | $\begin{aligned} & 1907 \\ & 4.5 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 336 \\ & 0.8 \% \end{aligned}$ | $\begin{gathered} 4 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 71.2 \% \\ & 28.8 \% \end{aligned}$ |
| 4 | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 3109 \\ & 7.3 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 2757 \\ & 6.5 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 8 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 8 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 46.9 \% \\ & 53.1 \% \end{aligned}$ |
| $\begin{aligned} & \mathscr{H}_{5}^{5} \\ & \frac{\pi}{0} \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1332 \\ & 3.1 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 5 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 99.6 \% \\ & 0.4 \% \end{aligned}$ |
| $\stackrel{\circ}{\bar{O}}{ }_{0}^{6}$ | $\begin{gathered} 71 \\ 0.2 \% \end{gathered}$ | $\stackrel{0}{0.0 \%}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 6 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 4250 \\ & 9.9 \% \end{aligned}$ | $\begin{gathered} 69 \\ 0.2 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 96.4 \% \\ & 3.6 \% \end{aligned}$ |
| 7 | $\begin{gathered} 287 \\ 0.7 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 2 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 12 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 1252 \\ & 2.9 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 80.5 \% \\ & 19.5 \% \end{aligned}$ |
| 8 | $\begin{aligned} & 1642 \\ & 3.8 \% \end{aligned}$ | $\stackrel{0}{0.0 \%}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 4 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 3669 \\ & 8.6 \% \end{aligned}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 69.0 \% \\ & 31.0 \% \end{aligned}$ |
| 9 | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 1 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{gathered} 0 \\ 0.0 \% \end{gathered}$ | $\begin{aligned} & 883 \\ & \\ & \hline 8.1 \% \end{aligned}$ | $\begin{aligned} & 99.9 \% \\ & 0.1 \% \end{aligned}$ |
|  | $\begin{aligned} & 65.0 \% \\ & 35.0 \% \end{aligned}$ | $\begin{aligned} & 82.6 \% \\ & 17.4 \% \end{aligned}$ | $\begin{aligned} & 91.1 \% \\ & 8.9 \% \end{aligned}$ | $\begin{gathered} 90.1 \% \\ 9.9 \% \end{gathered}$ | $\begin{gathered} 99.4 \% \\ 0.6 \% \end{gathered}$ | $\begin{aligned} & 84.6 \% \\ & 15.4 \% \end{aligned}$ | $\begin{aligned} & 94.5 \% \\ & 5.5 \% \end{aligned}$ | $\begin{gathered} 99.8 \% \\ 0.2 \% \end{gathered}$ | $\begin{aligned} & 93.7 \% \\ & 6.3 \% \end{aligned}$ | $\begin{aligned} & 83.7 \% \\ & 16.3 \% \end{aligned}$ |
|  | $\wedge$ | 2 | 3 | $\star$ | $\begin{gathered} \hline b \\ \text { Targe } \end{gathered}$ | $\begin{array}{r} 6 \\ \text { lass } \end{array}$ | 1 | 8 | 9 |  |

(d) $S^{3}$-PCA

Fig. S4. The confusion matrix of SuperPCA based models on the University of PaviaU when $T=5$.


Fig. S5. The influence of reduced dimension in RSuperPCA, Global PCA and fusion in Indian Pines.


Fig. S6. The influence of reduced dimension in RSuperPCA, Global PCA and fusion in the University of Pavia.


Fig. S7. OAs based on SVM for Indian Pines and the University of Pavia data when the dimensions of the low-dimensional feature space ( $d$ ) changes in the range $\{5,10,15,20,25,30\}$.


Fig. S8. 2D and 3D data visualization based on SuperPCA and $S^{3}-P C A$ for Indian Pines data.

## IV. Data Visualization

To further compare SuperPCA and the proposed $S^{3}-\mathrm{PCA}$, we reduce the dimensions of the low-dimensional feature space to 2 and 3 based on the two algorithms in Indian Pines and University of Pavia data with the 2D and 3D data visualization in Fig.S8-S9. As can be seen from the figures that the proposed $S^{3}$-PCA outperforms SuperPCA because samples from different classes are more discriminating in the low-dimensional space learnt by $S^{3}-\mathrm{PCA}$, which subjectively demonstrate the effectiveness of the proposed model.


Fig. S9. 2D and 3D data visualization based on SuperPCA and $S^{3}$-PCA for the University of Pavia data.

